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Abstract—The conditional logit model based on random utility maximization has provided an adequate framework to model firm location decisions. However, in practice, the implementation of this methodology presents problems when one has to handle complex choice scenarios with a large number of spatial alternatives. We posit the Poisson regression as a tractable solution to these problems. We demonstrate that by taking advantage of an equivalence relation between the likelihood function of the conditional logit and the Poisson regression we can, under certain circumstances, easily estimate a conditional logit model regardless of the number of choices. This insight should be particularly useful for studies of economic location.

I. Introduction

The discrete-choice model is now well established as the prevailing empirical method underlying industrial location studies. This modeling approach was first implemented when McFadden (1979) realized that McFadden’s multinomial logit model could be easily adapted to the firm location decision problem. Most subsequent research on this topic has relied on the discrete-choice methodology [for example, Carlton (1983), Bartik (1985), Hansen (1987), Coughlin, Terza, and Arromdee (1991), Woodward (1992), Friedman, Gerlowski, and Silberman (1992), Head, Ries, and Swenson (1995), Guimarães, Rolfe, and Woodward (1998), and Guimarães, Figueirdo, and Woodward (2000)].

The popularity of this approach resides in the fact that the resulting econometric specification is obtained directly from the framework of random utility (profit) maximization developed by McFadden (1974). If we consider the existence of $J$ spatial choices with $j = 1, \ldots, J$ and $N$ investors with $i = 1, \ldots, N$, then the profit derived by investor $i$ if he locates at area $j$ is given by

$$\pi_{ij} = \beta' z_{ij} + \epsilon_{ij},$$  

where $\beta$ is a vector of unknown parameters, $z_{ij}$ is a vector of explanatory variables, and $\epsilon_{ij}$ is a random term. Thus, the profit for investor $i$ of locating at $j$ is composed of a deterministic and a stochastic component. The investor will choose the area that will yield him the highest expected profit. If the $\epsilon_{ij}$ are independent and have an extreme-type-value 1 distribution Weibull-distributed, then it can be shown that

$$p_{ij} = \frac{\exp(\beta' z_{ij})}{\sum_{j=1}^{J} \exp(\beta' z_{ij})},$$  

where $p_{ij}$ is the probability that investor $i$ locates at $j$. If we let $d_{ij} = 1$ in case individual $i$ picks choice $j$ and $d_{ij} = 0$ otherwise, then we can write the log likelihood of the conditional logit model as

$$\log L_{cl} = \sum_{i=1}^{N} \sum_{j=1}^{J} d_{ij} \log p_{ij}.$$

In practice, the application of this approach to industrial location studies poses a problem related to the definition of the spatial choice set. Several authors (Bartik, 1985; Coughlin et al., 1991; Friedman et al., 1992; Head et al., 1995) have modeled location choices among highly aggregated regions such as U.S. states, large geographic units that encompass substantial heterogeneity within themselves. Ideally, small areas should be used, because factors usually identified as relevant for location decisions (such as agglomeration economies, labor market conditions, or the cost of land) apply to a local level and consequently cannot be adequately taken into account when the model considers large areas in the spatial choice set. This problem was recognized by the pioneers of empirical location studies such as Carlton (1983), who used well-defined geographic regions in the United States, and Hansen (1987), who used cities in the São Paulo state in Brazil. Woodward (1992) used separated conditional logit models to test location decisions in both states and counties across the United States. More recent studies (Guimarães et al., 1998; Guimarães et al., 2000) resumed the approach using a narrowly defined spatial choice set.

An econometric difficulty raised by the use of narrowly defined regions has to do with the handling of large choice sets. It may be cumbersome to estimate a conditional logit model. In the past some researchers (Hansen, 1987; Woodward, 1992; Friedman et al., 1992; Guimarães et al., 1998; Guimarães et al., 2000) have followed a suggestion by McFadden (1978), in which the logit model could still be estimated by using smaller choice sets that were randomly selected from the full choice set. The estimators will still be

Received for publication July 19, 2000. Revision accepted for publication January 7, 2002.

* Universidade do Minho and NIMA, Universidade do Porto and CEMPRE, and University of South Carolina, respectively.

This research was supported with a grant from FCT (PRAXIS/C/ECO/13134/98) and CIBER, The Moore School of Business, University of South Carolina. We would like to thank João Santos Silva for helpful suggestions.

1 Consider for example the state of California. If the large number of firms choosing to locate in this state are drawn by the agglomeration economies of the San Jose metropolitan area (Silicon Valley), a model that considers the state as the unit of decision could be unable to pick up the influence of local (and urban) agglomeration economies. This would happen because the effect of the local agglomeration economies was diluted in the state variable.
consistent, but not much is known about their small-sample properties, which may be very different from the asymptotic ones. Clearly, they should be less efficient, because they disregard useful information. An additional drawback of the estimates obtained by sampling alternatives is that they cannot be independently replicated. Other researchers (Woodward, 1992; Head et al., 1995; Luker, 1998) have artificially reduced the size of the choice set by dropping those alternatives where no investments were observed.

In the following we show that by taking advantage of an equivalence relation between the likelihood function of the conditional logit and the Poisson regression, we can, under certain circumstances, easily estimate a conditional logit model regardless of the number of choices. This insight should be particularly useful for studies of economic location.

II. The Relation between the Conditional Logit Model and the Poisson Regression

A. Case 1: $z_{ij} = z_j$

Let us start by assuming that individual decisions are based exclusively in a vector of choice-specific attribute variables common to all decision-makers, as in Bartik (1985), Coughlin et al. (1991), Woodward (1992), and Guimarães et al. (1998). In this case, $z_{ij} = z_j$ and so the log likelihood for the conditional logit model equals

$$
\log L_{cl} = \sum_{j=1}^{N} \sum_{i=1}^{j} d_{ij} \log p_{ij} = \sum_{j=1}^{N} n_j \log p_j,
$$

where $n_j$ is the number of investments placed in location $j$.

Alternatively, we can let the $n_j$ be independently Poisson-distributed with

$$
E(n_j) = \lambda_j = \exp(\alpha + \beta'z_j).
$$

Then we can write the log-likelihood function as

$$
\log L_P = \sum_{j=1}^{J} \left( -\lambda_j + n_j \log \lambda_j - \log n_j! \right)
= \sum_{j=1}^{J} \left[ -\exp(\alpha + \beta'z_j) + n_j(\alpha + \beta'z_j) - \log n_j! \right].
$$

From the first order condition with respect to $\alpha$ we obtain

$$
\frac{\partial \log L_P}{\partial \alpha} = \sum_{j=1}^{J} [n_j - \exp(\alpha + \beta'z_j)] = 0,
$$

and so

$$
\exp(\alpha) = \frac{N}{\sum_{j=1}^{J} \exp(\beta'z_j)}.
$$

If we substitute $\alpha$ back into the log likelihood, we obtain the concentrated log likelihood,

$$
\log L_{Pc} = -N + N \log N - \sum_{j=1}^{J} n_j \log \left( \sum_{j=1}^{J} \exp(\beta'z_j) \right) + \sum_{j=1}^{J} n_j \beta'z_j - \sum_{j=1}^{J} \log n_j!.
$$

The first term in the expression is the log likelihood of the conditional logit model, and the remaining terms are constants. Consequently, the estimates obtained for $\beta$ are the same in both models. The estimated covariance matrix will also be identical in both models provided the estimator is the negative inverse of the empirical Hessian (Davidson and MacKinnon, 1993).

Thus, we can conclude that results such as those obtained in Bartik (1985), Coughlin et al. (1991), and Woodward (1992) could be identically estimated by running a simple Poisson model with the number of investments in each location as a dependent variable and $z_j$ as explanatory variables. Moreover, it should also be clear that the estimation of the lower-level nests in Woodward (1992) and Guimarães et al. (1998) would have benefited if the authors had considered the Poisson regression approach as an alternative to the random-based technique to overcome the large number of choices. Note also that our result shows that the number of choices in the conditional logit equals the number of observations in the Poisson regression. Since from a purely statistical point of view a larger number of observations (choices) is desirable, studies that have modeled location choices among highly aggregated regions [such as Bartik (1985) and Coughlin et al. (1991)] offer limited statistical evidence.

B. Case 2: $z_{ij} = z_{jg}$, with $g = 1, 2, \ldots, G$

Next consider a more complex approach in which each location decision is based in a vector of choice-specific attribute variables common to groups of individuals. In that more general case $z_{ij} = z_{jg}$, with $g = 1, 2, \ldots, G$, where $G$ is the number of different groups of investors. This was the case in Hansen (1987), Friedman et al. (1992), Head et al. (1995), and Guimarães et al. (2000).
In this second case, the log likelihood for the conditional logit model is given by

\[ \log L_{cl} = \sum_{i=1}^{N} \sum_{j=1}^{J} d_{ij} \log p_{ij} = \sum_{g=1}^{G} \sum_{j=1}^{J} n_{jg} \log p_{jg}, \]

where \( n_{jg} \) is the number of firms from group \( g \) that select location \( j \). Alternatively, we can let the \( n_{jg} \) be independently Poisson-distributed with

\[ E(n_{jg}) = \lambda_{jg} = \exp(\alpha'd_{jg} + \beta'z_{jg}), \]

where \( \alpha, \beta \) is the vector of parameters to be estimated and \( d_{jg} \) is a vector of \( G \) dummy variables, each one assuming the value 1 if the observation belongs to group \( g \). Consequently, the log likelihood for the Poisson model is

\[ \log L_{P} = \sum_{g=1}^{G} \sum_{j=1}^{J} \left( -\lambda_{jg} + n_{jg} \log \lambda_{jg} - \log n_{jg}! \right) \]

\[ = \sum_{g=1}^{G} \sum_{j=1}^{J} \left[ -\exp(\alpha'd_{jg} + \beta'z_{jg}) + n_{jg}(\alpha'd_{jg} + \beta'z_{jg}) - \log n_{jg}! \right]. \]

From the first-order conditions with respect to the \( \alpha_{g}'s \) we obtain

\[ \frac{\partial \log L_{P}}{\partial \alpha_{g}} = \sum_{j=1}^{J} \left[ n_{jg} - \exp(\alpha_{g} + \beta'z_{jg}) \right] = 0 \]

and so, \( \exp(\alpha_{g}) = \frac{n_{g}}{\sum_{j=1}^{J} \exp(\beta'z_{jg})} \), where we let \( n_{g} = \sum_{j=1}^{J} n_{jg} \).

Now, we can concentrate out the \( \alpha_{g}'s \) to obtain

\[ \log L_{pc} = \sum_{g=1}^{G} \sum_{j=1}^{J} n_{jg} \log p_{jg} - N + \sum_{g=1}^{G} n_{g} \log n_{g} \]

\[ - \sum_{g=1}^{G} \sum_{j=1}^{J} \log n_{jg}!. \]

Again, the Poisson concentrated log likelihood is identical to the log-likelihood function of the conditional logit model plus a set of constants. The estimates obtained from any of the two models are equivalent. Hence, the above comments regarding the use of the random procedure and the modeling location choices among highly aggregated regions apply equally well to this second case.\(^3\) Thus, many previous studies, including Hansen (1987), Friedman et al. (1992), Head et al. (1995), and Guimarães et al. (2000), would have benefited if they had considered the Poisson regression as an alternative to the conditional logit model.

### III. An Empirical Application

We now apply the relation shown above (case 2) to the empirical problem treated in Guimarães et al. (2000). In this study the authors investigate, within the conditional logit framework, the location decisions of new foreign-owned manufacturing plants in the urban areas and outlying regions of Portugal between March 1985 and March 1992. They assume that investors choose from 275 spatial alternatives. The model is estimated using a subset of 40 choices randomly selected from the full choice set of 275.

In Table 1 we present a comparison of different estimation approaches. The first four columns report the results using the McFadden randomization approach. We present the maximum and minimum values for the \( \beta \) estimates and \( t \)-values obtained in 100 runs using random subsets of dimension 10, 20, 30, and 40 choices, respectively.\(^4\) The fifth column presents the result of a regression where the full choice set was restricted to those choices which had investments, and the last column presents an estimate using the full 275 choices.\(^5\)

Clearly, as one increases the number of random choices, the range of the estimates tends to diminish. However, as shown in this particular application, it is possible to obtain estimates quite different from those with the full choice set. As expected, the \( t \)-tests for the full choice set estimation are usually higher than those obtained by the random sampling.

Overall the estimates obtained with the restricted choice set (column 5) are not much different from those obtained with the full choice set (column 6). However, it is possible to obtain coefficients and levels of significance for the individual parameters quite different from those with the full choice set. This can be seen looking, for example, at the coefficients and \( t \)-values associated with variables 1 and 3. This latter variable becomes significant in column 5, an unexpected result.

### IV. Conclusion

This paper demonstrates that the coefficients of the conditional logit model can be equivalently estimated using a Poisson regression. This discovery may prove particularly useful for further research in partial equilibrium location modeling. The increasing availability of detailed micro data sets will potentially stimulate studies using large choice sets, because from a theoretical standpoint the use of narrowly defined areas is desirable.

As demonstrated in this paper, the use of large sets is also desirable from an econometric point of view, because

\(^3\) Note that in case 2 the number of observations in the Poisson regression equals the number of choices (\( J \)) times the number of groups (\( G \)).

\(^4\) In table 1, \( t \)-values are presented below the \( \beta \) estimates for each variable.

\(^5\) The estimated dummies are not shown in columns 5 and 6.
increasing the number of choices in the conditional logit model is equivalent to increasing the number of observations in the Poisson regression. Our results also suggest that the statistical evidence supplied by past studies in industrial location is to some extent limited when the location choices are highly aggregated regions.

This paper has focused on the firm location decision problem. Our results may prove equally useful in applications to other problems as well. We show indirectly that the coefficients of the Poisson model can be given an economic interpretation compatible with the framework of random utility (profit) maximization.
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<table>
<thead>
<tr>
<th>Variables</th>
<th>10 Choices</th>
<th>20 Choices</th>
<th>30 Choices</th>
<th>40 Choices</th>
<th>Nonzero Choices</th>
<th>All Choices</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Total manufacturing agglomeration</td>
<td>0.401 0.626</td>
<td>0.399 0.520</td>
<td>0.400 0.493</td>
<td>0.401 0.478</td>
<td>0.166 0.426</td>
<td>2.154 7.282</td>
</tr>
<tr>
<td>3. Foreign-specific agglomeration</td>
<td>-0.434 0.602</td>
<td>-0.371 0.244</td>
<td>-0.419 0.132</td>
<td>-0.371 0.059</td>
<td>-1.088 -0.362</td>
<td>-3.066 -1.132</td>
</tr>
<tr>
<td>5. Labor costs</td>
<td>-0.004 0.007</td>
<td>-0.001 0.006</td>
<td>-0.001 0.005</td>
<td>-0.000 0.005</td>
<td>-0.002 0.003</td>
<td>-0.065 0.827</td>
</tr>
<tr>
<td>7. Secondary education</td>
<td>-0.608 2.506</td>
<td>-0.114 1.897</td>
<td>-0.071 1.518</td>
<td>-0.013 1.296</td>
<td>0.739 0.531</td>
<td>0.446 0.616</td>
</tr>
<tr>
<td>8. Population density</td>
<td>-0.343 0.073</td>
<td>-0.135 0.066</td>
<td>-0.085 0.048</td>
<td>-0.063 0.0512</td>
<td>0.160 0.022</td>
<td>1.609 0.309</td>
</tr>
<tr>
<td>9. Distances to Porto and Lisbon</td>
<td>-0.499 0.021</td>
<td>-0.411 -0.059</td>
<td>-0.424 -0.130</td>
<td>-0.435 -0.209</td>
<td>-0.467 -0.391</td>
<td>-2.512 -2.076</td>
</tr>
<tr>
<td>10. Porto</td>
<td>0.200 0.612</td>
<td>0.300 0.654</td>
<td>0.360 0.612</td>
<td>0.404 0.638</td>
<td>0.630 0.591</td>
<td>5.285 5.225</td>
</tr>
<tr>
<td>11. Lisbon</td>
<td>-0.184 0.415</td>
<td>-0.029 0.361</td>
<td>0.068 0.360</td>
<td>0.139 0.356</td>
<td>0.303 0.305</td>
<td>3.410 3.439</td>
</tr>
</tbody>
</table>