Combining a Multi-Objective Optimization Approach with Meta-Learning for SVM Parameter Selection
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Abstract—Support Vector Machine (SVM) is a supervised technique, which achieves good performance on different learning problems. However, adjustments on its model are essentials to the SVM work well. Optimization techniques have been used to automatize this process finding suitable configurations of parameters which attends some learning problems. This work utilizes Particle Swarm Optimization (PSO) applied to the SVM parameter selection problem. As the learning systems are essentially a multi-objective problem, a multi-objective PSO (MOPSO) was used to maximize the success rate and minimize the number of support vectors of the model. Nevertheless, we propose the combination of Meta-Learning (ML) with a modified MOPSO which uses the crowding distance mechanism (MOPSO-CDR). In this combination, solutions provided by ML are possibly located in good regions in the search space. Hence, using a reduced number of successful candidates, the search process would converge faster and be less expensive. In our work, we implemented a prototype in which MOPSO-CDR was used to select the values of two SVM parameters for classification problems. In the performed experiments, the proposed solution (MOPSO-CDR using ML) was compared to the MOPSO-CDR with random initialization, obtaining pareto fronts with higher quality on a set of 40 classification problems.

Index Terms—Meta-Learning, Multi-Objective Optimization, SVM Parameter Selection, Particle Swarm Optimization

I. INTRODUCTION

The SVM performance strongly depends on the adequate choice of its parameters, and an exhaustive trial-and-error procedure for selecting good values of parameters is not practical for computational reasons[14]. Hence, the selection of SVM parameters is commonly treated by different authors as an optimization problem in which a search technique is used to find adequate configurations of parameters for the problem at hand. In literature, different techniques were applied to this problem including Evolutionary Algorithms (EA) [3], Particle Swarm Optimization (PSO) [3] and Tabu Search [8]. Previous work commonly used single objective techniques for SVM parameter selection, however this is not totally adequate since this task is inherently a Multi-Objective Optimization (MOO) problem [9]. In this context, we can mention the use of Multi-Objective EA (MOEA) [9], Multi-Objective PSO (MOPSO) [15] and the use of Gradient-Based techniques [14], which considered multiple objectives. Although the application of MOO search techniques represents an automatic and suitable solution to select SVM parameters, this approach can be very expensive and with a low convergence, since a large number of candidate configurations of parameters is often evaluated during the search [1] and the number of restrictions (objectives) to be analysed.

A possible solution for this problem is the use of Meta-Learning (ML), which treats parameter selection as a supervised learning task [1][18]. Each training example for ML (i.e. each meta-example) stores the characteristics of a past problem and the performance obtained by a set of candidate configurations of parameters on the problem. By receiving a set of such meta-examples, a meta-learner predicts the most suitable configuration of parameters for a new problem based on its characteristics. ML is a less expensive solution compared to the search approach. In fact, once the knowledge is acquired by the meta-learner, configurations of parameters can be suggested for new problems without the need of empirically evaluating several candidate configurations. However, ML is very dependent on the quality of its meta-examples. In general the number of problems available for meta-example generation is commonly limited and noisy, requiring a careful treatment of the data.

In a recent work [19], ML and search techniques were combined for SVM parameter selection. In this work, ML was adopted to suggest a number of solutions (configurations of parameters) which are adopted as the initial population of the search technique. The search technique just refined a promising solution returned by ML, speeding up the optimization process. The authors adopted as search technique the single objective PSO, whose objective was to minimize the error rate obtained by the SVM. Despite the good results obtained by this combination, as said the use of multiple objectives would be more adequate [2].

In the current work, we propose the combination of a swarm-based multi-objective search technique and ML to the problem of SVM parameter selection. We emphasize that the combination of swarm-based algorithms with ML was just studied in the single objective field and the use of multi-objective optimization has not been investigated in this context.
In this proposal, configurations of parameters suggested by ML are adopted as initial solutions which will be later refined by the search technique. Hence, we expect that ML guides the search directly to promising regions of the search space, thus speeding up the convergence to good solutions.

In order to evaluate our proposal, we implemented the MOPSO using Crowding Distance and Roulette Wheel (MOPSO-CDR) algorithm [11] used as the search technique to optimize the parameters: \( \gamma \) of the RBF kernel and the regularization constant \( C \), which may have a strong influence in SVM performance [10]. The optimization considers two conflicting objectives: complexity and success rate on classification [16][2][17]. In our work, a database of 40 meta-examples was produced from the evaluation of a set of 399 configurations of \((\gamma, C)\) on 40 different classification problems. Each classification problem was described by a number of 8 meta-features proposed in [22].

Our experiments evaluated the MOPSO-CDR in two different versions: (1) MOPSO-CDR with initial population suggested by ML (Hybrid MOPSO-CDR ou HMOPSO-CDR) and (2) MOPSO-CDR with random initial population. The results revealed that the hybrid method was able to generate better solutions during the generations when compared to the randomly initialized MOPSO-CDR, according the quality metrics chosen in the experiment.

This paper is presented as follows: Section II brings a brief presentation of basic concepts of particle swarm optimization and essential adjustments to make this algorithm adequate to support multi-objectives. Section III presents details of the proposed work. Section IV describes the experiments and obtained results. Finally, Section V presents some conclusions and the future work.

II. BASIC CONCEPTS OF PSO

PSO is a population based algorithm. Each particle \( i \) of the population represents a possible solution and has four main attributes: the position in the search space \( x_i(t) \), the current velocity \( v_i(t) \), the best position found by the particle \( p_i(t) \) and the best solution found by its neighborhood \( \tilde{n}_i(t) \) until the current iteration. The particles move through the search space updating its velocities based on these best solutions already found during the search process so far \((p_i(t)\) and \(\tilde{n}_i(t)\)).

At each iteration, the velocities and the positions of all particles are updated according to the equations (1) and (2), respectively. There are, at least, three different equation to update the velocity. In this paper, we used the equation developed by Shi and Eberhart [7]:

\[
\begin{align*}
\vec{v}_i(t+1) &= w\vec{v}_i(t) + c_1r_1(p_i(t) - \vec{x}_i(t)) + \\
&\quad c_2r_2(\tilde{n}_i(t) - \vec{x}_i(t)), \\
\vec{x}_i(t+1) &= \vec{x}_i + \vec{v}_i(t+1),
\end{align*}
\]

(1)

where \( w \) is the inertia factor; \( i = 1, ..., N \), where \( N \) is the number of particles; \( c_1 \) and \( c_2 \) are the cognitive and the social acceleration coefficients; \( r_1 \) and \( r_2 \) are two random numbers generated by using an uniform probability density function in the interval \([0,1]\).

A. PSO using Multiple Objectives

The PSO is an optimization and search technique that has been used due to its simplicity and convergence velocity. However, many real optimization problems have series of conflicting objectives to be solved. Hence, the PSO was adapted to support multi-objectives [13]. The multi-objective optimization tries to find solutions which satisfies the restrictions of a given problem. A general multi-objective optimization minimization problem can be defined as [13]:

\[
\begin{align*}
\text{minimize } & \vec{f}(\vec{x}) := [f_1(\vec{x}), f_2(\vec{x}), ..., f_n(\vec{x})], \\
\text{subject to: } & g_i(\vec{x}) \leq 0 \quad i = 1, 2, ..., p, \\
& h_j(\vec{x}) = 0 \quad j = 1, 2, ..., q,
\end{align*}
\]

(3)

where \( \vec{x} = (x_1, x_2, ..., x_n) \in \mathbb{R}^n \) is the vector on the decision search space; \( n \) is the number of objectives and \( g_i(\vec{x}) \) and \( h_j(\vec{x}) \) are the constraint functions and \( p + q \) is the number of constraints of the problem. Given two vectors \( \vec{z}, \vec{u} \in \mathbb{R}^n \), \( \vec{z} \) dominates \( \vec{u} \) (denoted by \( \vec{z} \prec \vec{u} \)) if \( \vec{z} \) is better than \( \vec{u} \) in at least one objective and \( \vec{z} \) is not worse than \( \vec{u} \) in any objective. \( \vec{z} \) is not dominated if does not exist another current solution \( \vec{z}_i \) in the current population, such that \( \vec{z}_i \prec \vec{z} \). The set of non-dominated solutions in the objective space is known as pareto front.

The set of non-dominated solutions in the objective space is known as Pareto Front. This work treats the SVM Parameters Selection problem as a multi-objective problem, with two conflicting objectives, whose goal is to generate SVM model with high performance rate and low complexity. The first objective is to maximize the success rate, and the second objective is to minimize the number of support vectors.

In this work we used the MOPSO-CDR algorithm, a version of the MOPSO using the Crowding Distance and Roulette Wheel mechanism (CDR) [4]. This algorithm was originally proposed by Santana [11]. It was inspired on the MOPSO-CDLs algorithm, proposed by Tsou et al. [12], and incorporates a roulette wheel selection based on the crowding distance to select the \( \tilde{n}_i(t) \) in eq. 1. This mechanism increases the chance of selecting solutions with greater crowding distance as \( \tilde{n}_i(t) \). A greater crowding distance means the a region from pareto front is less populated. The mutation operator is the same used in the MOPSO [13] and it is applied at each iteration as well as the MOPSO. So, in order to develop the MOPSO-CDR we added the CDR mechanism to the MOPSO previously created.

III. DEVELOPED WORK

This work proposes the combination of MOO algorithms with meta-learning (hybrid approach), where meta-learning is applied to suggest initial solutions (well-succeed configurations) to optimization algorithms, making the search process start in a possible promised region.
Figure 1 presents the general architecture of the proposed solution. Initially, the Meta-Learner module retrieves a predefined number of past meta-examples stored in a Database (DB), selected on the basis of their similarity to the input problem. The process of suggesting meta-examples is not trivial. As we are dealing with a multi-objective problem, the dominance evaluation, showed in the previous section, defines the set of non-dominated solutions among all configurations. After that, the Meta-learner is able to perform the suggestion of non-dominated meta-examples. Following, the Search module adopts as initial search points the configurations of parameters which were well-succeeded on the retrieved meta-examples. The search module iterates its search process by generating new candidate configurations to be evaluated in the SVM. The output configurations of parameters will be the non-dominated solutions generated by the Search module up to its convergence or another stopping criteria.

Fig. 1. General Architecture, where (1) is the success rate and (2) the number of support vectors.

A. Search Module

In our prototype, we implemented a version of the MOPSO called MOPSO-CDR algorithm. The main characteristic of this algorithm is to increase the diversity of the pareto front using the crowding distance and roulette wheel mechanism. Researches in optical networks [5] and computational intelligence [6] have used this algorithm achieving interesting results.

1) MOPSO-CDR to SVM Parameter Selection: The MOPSO-CDR was adapted here to perform the search where each particle represents a configuration \((\gamma, C)\), indicating the position of the particle in the search space. The objective functions evaluate the quality and complexity of each configuration of parameters on a given classification problem. In our work, given a SVM configuration, we define two objective functions: the success rate (SR) and the number of support vectors (NSV) obtained by the SVM in a 10-fold cross validation experiment. So, the objectives of MOPSO-CDR is to find the non-dominated configurations of \((\gamma, C)\) trying to maximize the SR and minimize the NSV for a given classification problem.

In our work, the MOPSO-CDR was implemented to perform a search in a space represented by a discrete grid of SVM configurations, consisting of 399 different settings of parameters \(\gamma\) and \(C\). By following the guidelines provided in [20], we considered the following exponentially growing sequences of \(\gamma\) and \(C\) as potentially good configurations: the parameter \(\gamma\) assumed 19 different values (from \(2^{-15}\) to \(2^{15}\)) and the parameter \(C\) assumed 21 different values (from \(2^{-5}\) to \(2^{15}\)), thus yielding \(19 \times 21 = 399\) different combinations of parameters in the search space.

B. Meta-Database

To create meta-examples, we collected 40 datasets corresponding to 40 different classification problems, available in the UCI Repository [21]. Each meta-example is related to a single classification problem and stores: (1) a vector of meta-features describing the problem; and (2) the objective grid which stores the success rate and number of support vectors obtained by the SVM in the search space of configurations \((\gamma, C)\). The objective grid consists of 399 different settings of parameters \(\gamma\) and \(C\).

1) Meta-Features: In this work, we used 8 meta-features to describe the datasets of classification problems. These meta-features were selected from the set of features defined in [22]. We adopted meta-features divided in three categories: 1) Simple, composed by Number of examples, attributes and classes, 2) Statistical, composed by Mean correlation of attributes, Skewness and Kurtosis, and 3) Information Theory, composed by Entropy of class.

The group of statistical values is composed by the mean correlation of attributes; Skewness, which measure the asymmetry of the distribution regarding the central axis [22]; Kurtosis, which measure the dispersion (characterized by the flatness of the distribution curve) [22] and the geometric mean of the attributes which evaluates the mean of the data standard deviation. Finally, the information theory group measure the randomness of the instances; being composed by the Entropy which defines the degree of uncertainty of classification [22].

2) Objective Grid: The objective grid stores the SR and NSV obtained by the SVM on a problem considering different SVM configurations. For each one of the 399 configurations, a 10-fold cross validation experiment was performed to collect SVM SR and NSV. The obtained 399 objective values were stored in the objective grid. We highlight here that the objective grid is equivalent to the search space explored by the search technique. By generating a objective grid for a problem, we can evaluate which configurations of parameters were the best ones in the problem (i.e., the best points in a search space) and we can use this information to guide the search process for new similar problems.

C. Meta-Learner

Given a new input problem described by the vector \(\vec{i} = (i_1, ..., i_p)\), the Meta-Learner selects the \(k\) most similar problems according to the distance between meta-attributes. The distance function implemented was the Euclidean Distance. After that, we apply the dominance evaluation in the 399 configurations and generate a pareto front for each one of the \(k\) most similar problems. In order to suggest an initial population, we select one random solution of each produced pareto front. Random non-dominated solutions of different problems were sampled in order to enhance diversity of the initial population.
IV. EXPERIMENTS

In this section, we present the experiments which evaluated the proposed solution on the set of 40 classification problems considered in our work. The proposed solution was evaluated by following a leave-one-out methodology described below.

At each step of leave-one-out, one meta-example was left out to evaluate the implemented prototype and the remaining 39 meta-examples were considered in the DB to be selected by the ML module. A number of k meta-examples were suggested by the ML module as the initial MOPSO-CDR population (in our experiments, we adopted k = 7). The MOPSO-CDR then optimized the SVM configurations for the problem left out up to the number of 10 generations. In each generation, a pareto front (repository of non-dominated solutions) is formed and to evaluate its quality we applied three metrics. This procedure was repeated 30 times to guarantee reliability.

This experiment was divided in two parts: 1) the number of wins of the algorithms per generation regarding all problems, where the algorithm which achieved better quality (according to an specific metric) is the winner and 2) the mean of the metrics values of all problems for each generation. As a basis of comparison, we used for each value of k a randomly initialized population for MOPSO-CDR. Despite its simplicity, the random initialization has the advantage of performing a uniform initial exploration of the search space. Finally, we highlight that each evaluated version of MOPSO-CDR was executed 30 times and the average results were recorded.

A. Metrics

In our experiments, we evaluated the results (i.e., the pareto fronts) obtained by all hybrid and traditional algorithms for each problem according to different quality metrics usually adopted in the literature of MOO. The adopted metrics were: Hypervolume, Maximum Spread and Coverage. Each metric considers a different aspect of the pareto front.

1) Hypervolume HV: this metric was proposed by Zitzler and Thiele [23] and is defined by the hypervolume in the space of objectives covered by the obtained pareto front \( (P^*) \). For MOP with \( w \)-objectives, HV is defined by:

\[
HV = \bigcup_{i} \{ \mathbf{s}_i \mid \mathbf{s}_i \in P^* \},
\]

where \( \mathbf{s}_i (i = 1, 2, ..., n) \) is a non-dominated solution of the pareto front \( (P^*) \), \( n \) is the number of solutions in the pareto front and \( a_i \) is the hypervolume of the hypercube delimited by the position of solution \( \mathbf{s}_i \) in the space of objectives and the origin. In practice, this metric gives the size of the dominated space, which is also called the area under the curve. A large value of HV is desired.

2) Maximum Spread MS: it was proposed by Zitzler et. al [23] and evaluates the maximum extension covered by the non-dominated solutions in the pareto front. MS is computed by using Eq. (7).

\[
MS = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (d_i - \bar{d})^2},
\]

where \( n \) is number of solutions in the pareto front and \( k \) is the number of objectives. This measure determines which solution covers a bigger extension of the search space. Hence, large values of this metric are preferred.

3) Spacing SP: this metric estimates the diversity of the achieved pareto front. SP is derived by computing the relative distance between adjacent solutions of the Pareto Front as follows:

\[
SP = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (d_i - \bar{d})^2},
\]

where \( n \) is the number of non-dominated solutions, \( d_i \) is the distance between adjacent solutions to the solution \( v_i \) and \( \bar{d} \) is the average distance between the adjacent solutions. \( S = 0 \) means that all solutions of the Pareto Front are equally spaced. Hence, values of SP near zero are preferred.

B. Algorithms Settings

In this section, we present the values of the parameters adopted for the HMOPSO-CDR and the MOPSO-CDR algorithms. For that, we adopted the same values suggested by Coello et. al [13] and by Santana et. al [11]:

- number of particles: 7
- mutation rate: 0.5
- inertia factor \( \omega \): linearly decreases from 0.9 to 0.4
- constants \( c_1 \) and \( c_2 \): 1.49
- Pareto Front’s size: 10 solutions
- number of iterations: 10

In our work, we also performed experiments using a purely random search method, as a basis of comparison.

C. Results

In order to analyse our results adequately we performed statistical analysis. As the data does not follow a normal distribution, we applied the Wilcoxon test to verify our hypothesis: the HMOPSO-CDR is superior than MOPSO-CDR in each metric. All the following analysis used this methodology.

Figures 2, 3 and 4 show the number of wins of the HMOPSO-CDR, MOPSO-CDR and Random regarding HV, SP and MS respectively. This analysis intend to count the number of classification problems that each technique won per generation.

As it can be seen in Figure 2, the pareto front of HMOPSO-CDR, in the majority problems, overcame the pareto front formed by MOPSO-CDR, for each generation, according to HV metric. The same success is showed in Figure 3 for the SP metric. In most of the problems, the HMOPSO-CDR generated more well-distributed pareto fronts regarding the pareto fronts of MOPSO-CDR. An explanation for this is that depending on the problem, good solutions can be positioned closely decreasing the Spacing metric. Regarding the MS metric, Figure 4 shows that HMOPSO-CDR presented a superior number of victories in comparison to MOPSO-CDR, generating pareto fronts with higher quality. As it can be seen, the influence of ML-based suggestions was crucial
Fig. 2. Number of wins regarding HS using $k = 7$ for 10 iterations.

Fig. 3. Number of wins regarding SP using $k = 7$ for 10 iterations.

Fig. 4. Number of wins regarding MS using $k = 7$ for 10 iterations.

Fig. 5. Average of HV values per generation using $k = 7$ for 10 iterations.

Fig. 6. Mean of Hypervolume per generation.

V. CONCLUSION

In this current work, we combined Meta-Learning and the MOPSO-CDR, a multiple objective particle swarm optimization technique, to select the parameter $\gamma$ of the RBF kernel and the regularization parameter $C$. In the performed experiments, we observed that the proposed approach was able to generate better pareto fronts compared to a randomly initialized MOPSO-CDR, according all presented metrics with 95% of certainty.

In future work, we intend to collect more classification problems in order to increase the number of meta-examples in the meta-database since we believe that the performance of the proposed approach can be improved as more meta-examples are considered. Also, other search techniques can be used and different swarm sizes can be tested. Besides, we intend to use other quality metrics to perform better analysis of pareto fronts. Finally, we intend to evaluate the proposed solution in other case studies, such as in the SVM parameter selection for regression problems.
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Fig. 6. Average of SP values per generation using $k = 7$ for 10 iterations.

Fig. 7. Average of MS values per generation using $k = 7$ for 10 iterations.